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INTRODUCTION 
Clustering of large unstructured data sets is the main task in 
analyzing the data. The main objective of analyzing data is to 
divide the unstructured data sets into different divisions and 
each division is named as Clusters.Each cluster will be having 
common specifications between the cluster members. An 
efficient clustering algorithm is one that yields clusters with 
very high quality, that is, the  measures to check the similarity 
between the data objects in a particular cluster has to be 
maximized, the  measures to check the similarity between the 
data objects from different clusters has to be minimal. 
Hence,clustering of large unstructured data sets can be defined 
as a  optimization problem with multiple objectives.Many 
algorithms have been introduced to resolve the problems with 
optimized data clustering such as glowworm swarm 
intelligence. Glowworm swarm intelligence simulates the 
natural behavior of the swarms such as birds flock, colonies of 
ants,large number of fish together and growth of bacteria. 

Considering the natural behavior of the swarm, the 
members of the swarm sense the interaction of each member in 
the swarm and share the information with each other, the 
information such as helping each other to reach the food 
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resources. All the swarm members participation is required to 
achieve the goal instead being a central member in the swarm 
to co-ordinate all the swarm members. Some examples of 
swarm intelligence algorithms are Glowworm Swarm 
Optimization, Particle Swarm Optimization and Ant Colony 
Optimization.Clustering  large amount of data is one of the 
challenging tasks in many application areas like social 
networking, bioinformatics and many others. Many 
Traditional clustering algorithms needs modification to handle 
the large data sizes. In this work, the algorithm on 
Optimization of Glowworm Swarm for clustering of datais 
designed and implemented tohandle large unstructured data 
sets. The proposed algorithm uses optimized glowworm swarm 
to evaluate the clustering algorithm. Glowworm Swarm 
Optimization for data clustering algorithm is used as it is very 
advantageous in resolving multimodal problems, which in 
terms of clustering means finding multiple centroids. The 
algorithmuses the Map and Reduce methodology for the 
parallelization since it provides balancing of load in a parallel 
fashion, localizing the unstructured data set and tolerant 
towards faults. The experimental results shows that Glowworm 
Swarm Optimization for data clustering algorithm scales better 
with increase in data set sizes and achieves a very close to linear 
speed with maintenance of  the clustering. 

The paper is organized with the following sections: Section 
II briefly describesthe related works carried out in the domain 
of analyzing the large datasets. Section III describes the 
problem definition, the existing system and the proposed system 
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explained using glowworm clustering algorithm process and 
the Map Reduce programming framework.Section IV explains 
the experiments conducted on various data sets and the results 
obtained. The work proposed is concluded in Section V. 
 
LITERATURE SURVEY 
This section reviews the related work carried out in the domain 
of analyzing the large datasets, considering the data clustering 
to be a prime problem. 

The work proposed by R. Eberhart and J. Kennedy in [1] 
introduced a new method for optimizing the continuous 
nonlinear functions. This method was introduced through 
simulation of a very simple social model; thus the social 
metaphor is considered, and the algorithm stands without 
metaphorical support. This work specifically describes the 
particle swarm optimization concept in terms of its 
precursors, taking into consideration the stages of its 

development from social simulation to optimizer. Particle 
swarm optimization has roots in two main component 
methodologies. Perhaps more obvious are its ties to artificial 
life in general, and to fish schooling, bird flocking and 
particularly the swarming theory. It is also related to 
evolutionary computation, and is tied to both evolutionary 
programming and genetic algorithms. These relationships are 
briefly described in this paper. 

Particle swarm methodology was introduced with the 
concept for optimization of nonlinear functions. Several 
paradigms were evolved and are outlined, and the 
implementation of Benchmark testing paradigm is discussed. 
Applications including trainings on neural network, 
optimization of nonlinear functions and benchmark testing of 
the paradigm is described, and are proposed. The relationships 
between optimization of particle swarm methodology and both 
genetic algorithms and artificial life are described. 

Glow worm Initialization Centroid Confirm reduce Task

Centroid Search Map Task

Data to Cluster set

Centriod Selection 

Clustering Movement Clustered Data Set

 
Figure 1: Architecture of proposed system 
 

 
 

Figure 2: Execution of glowworm clustering algorithm 
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In the work proposed by Z. Weizhong, M. Huifang, and H. 
Qing in [2], a k-means parallel clustering algorithm using a 
programming model Map Reduce was introduced, which is a 
simple yet powerful parallel programming technique. The 
results through different experiments demonstrate that the 
algorithm proposed can efficiently process large data sets and 
scale well on commodity hardware. Clustering of data has been 
received considerable attention in many applications, such as 
document retrieval, data mining,pattern classification and 
image segmentation. The large volumes of information evolved 
by the progress of technology, makes clustering of very large 
scale of data a challenging task. Many renowned researchers 
tried their best to design very efficient parallel clustering 
algorithms In order to deal with these data clustering problems. 

Map and Reduce functions are part of a programming 
model on a Hadoop platform is effectively used for the 
associated implementation of processing and generation of  
large datasets that is relatively clustered to cater all the real-
world tasks. The computation is specified in terms of the 

functions map and reduce, and the underlying runtime 
systemparallelizes automatically the computation across large-
scale data clusters of machines. 

In this work, k-means algorithm is adapted in Map and 
Reduce framework which in turn is implemented by Hadoop to 
make the data clustering method applicable to large scale of 
data sets. By applying proper pairs, the proposed algorithm can 
be parallel executed effectively. Comprehensive experiments 
were conducted to evaluate the proposed algorithm. The 
experimental results demonstrate that the algorithm 
introduced can effectively deal with large scale unlabeled 
datasets. 

In the work proposed by I. Aljarah and Ludwig S. in [3], 
algorithm on glowworm swarms introduced as an optimization 
algorithm inspired by nature simulating the natural behavior of 
the lighting worms. Glowworm algorithm has many 
applications in the problems requiring multiple solutions in 
huge search space, having equal or different objective function 
values. Therefore, in this work, a data clustering algorithm 

 
 

Figure 3: Output of glowworm clustering algorithm 
 

 
 

Figure 4: Performance comparison of DB Scan clustering and glowworm clusterin 
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based on glowworm is proposed, in which the glowworm 
algorithm is modified to solve all the data clustering problem 
and to effectively locate multiple optimal centroids based on 
the multimode search capabilities of the glowworm algorithm. 
The optimized algorithm on glowworm for data clustering 
algorithm ensures that the similarity between the members 
within a cluster is maximum and the similarity among 
members from different clusters is minimal. 

Fitness functions are proposed to evaluate the goodness of 
the members of glowworm algorithm in achieving better 
quality data clusters. The proposed algorithm is tested by real-
world and artificial large unstructured data sets. The better 
performance of the proposed algorithm over popular clustering 
algorithms is demonstrated using many data sets. The results 
shows that Glowworm Swarm Optimization for data clustering 
algorithm can efficiently be used for clustering of large data 
sets. 

This work furtherextends the functionality of Glowworm 
swarm optimization to solve the clustering problem, taking 
into account the advantages of the glowworm swarm 
optimization algorithm multimode search capability to locate 
and optimize centroids. Subsequently, the proposed algorithm 
is capable of identifying the number of clusters to be generated 
without specifying the number explicitly in advance. Moreover, 
three different fitness functions are introduced to add 
robustness and flexibility to the proposed algorithm. 

In the work proposed by He, H. Tan, Luo, S. Feng, and J. 
Fan in [4], DBSCAN (density-based spatial clustering of noise 
based applications ), a very important spatial data clustering 
method was introduced, which is widely adopted in a number 
of applications. The size of datasets is extremely large in these 
days the processing of very complex data sets analysis in 
parallel such as density based algorithm becomes obsolete. 
However, there are three major disadvantages in the existing 
approach of parallel processing of density based spatial 
algorithms. First, density based spatial algorithms are not 
effective in properly balancing the load among tasks in parallel, 
specifically when data are heavily skewed. Secondly, the 
algorithms are limited in scalability because all the critical sub-
procedures are not parallelized. Third, the algorithms are 
notdesigned primarily for shared-nothing environments, 
which limit the portability to emerging parallel processing 
paradigms.  

However, in this work, MR-density based algorithm is 
presentedas a scalable density based spatial algorithm by 
unleashing the inherent parallel distributed computing 
framework, such as Map and Reduce programming model. 
In this algorithm, all the critical sub-procedures are 
parallelized completely. As such, there is no performance 
bottleneck caused by sequential processing. Mainly, a novel 
data partitioning technique based on estimation and 

computation cost is proposed. The primary objective is to 
achieve desired load balancing even in the context of heavily 
skewed data. 
 
PROBLEM DEFINITION 
This section describes the problem associated with analyzing 
associated with clustering of large unstructured data. 
Clustering large unstructured data is one of the primary tasks 
recently known which is used in many application areas such 
as data analysis associated with banking transactions, data 
analysis associated with social networking sites, and many 
more application areas. 

Clustering of unstructured data is the important data 
analyzing tasks with the main objective of dividing a set of 
unstructured data objects into different groups named as 
clusters; each cluster is having some specifications in 
common between the cluster members. Clustering very large 
data sets that contain large numbers of unlabeled records with 
very high dimensions is very difficult and computationally 
expensive. 
 
EXISTING SYSTEM 
The parallelization of the algorithm is the solution to enable 
existing approaches to work feasibly on big data, which can be 
carried out using different methodologies such as Message 
Passing Interface, or Map Reduce, and many others. Map 
Reduce is a prominent parallel processing of data framework, 
which has been gaining significant interest from both academia 
and industry. 

Map Reduce data framework enables users to develop large-
scale distributed applications efficiently by supporting load 
balancing, fault tolerance and data locality. 
 
PROPOSED SYSTEM 
We propose a scalable design and implementation of 
glowworm swarm optimization clustering using the Map 
Reduce methodology called Glowworm Swarm Optimization 
for data clustering algorithm with Map Reduce. Glowworm 
Swarm Optimization for data clustering algorithm with Map 
Reduce is different from Glowworm Swarm Optimization for 
data clustering algorithm as the algorithm implements the Map 
and Reduce functions in order to achieve the main goal of 
solving big data clustering problems and enhancement in 
itsscalability. 
  
The Modules in this Project as Shown Below 
Glowworm Initialization: The unlabeled data is taken for 
clustering. In this technique, initially a swarm of agents in a 
search space are distributed in a random fashion. The agents 
are considered as glowworms which carry a good quantity of 
luminescence called luciferin with them.  
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The glowworms emit a light whose intensity is proportional 
to the associated luciferin and interacts with other agents 
available within a variable neighborhood. The glowworm 
identifies its neighbors and calculates its movements by 
exploiting an adaptive neighborhood, which is bounded above 
by its sensor range. 

Centroid Selection: The swarm agents are selected as 
centroid to reduce the tasks. Here map and reduce functions 
are executed. Clustering Movement: In this module, the 
various agents are clustered and moved. 
 
EXPERIMENTS AND RESULTS 
Map Reduce programming data framework is a highly scalable 
and robust technique and can be used across many computer 
nodes in parallel, and is mostly applicable for intense data 
applications when there are some limitations on multiple 
processing and with large shared-memory machines. Map 
Reduce programming data modelling framework utilizes two 
main functions on Hadoop: Map and Reduce. Both Map 
function and Reduce function takes inputs and produce 
outputs in the form of <key, value>. The Map function moves 
over a large number of records and extracts interesting 
information from each record, and then all values with the 
same key is provided as input to the same Reduce function. 
Moreover, the Reduce function aggregates intermediate results, 
generated from the Map function that has the same key, and 
then generates the final results. 

This section illustrates the algorithm used for the 
implementation in achieving the desired outcome. 
 

Table 1: Algorithm Glowworm 
 

Input : Data Set 
Output : Clustered Data 
Steps 
1) Load the Data Set 
2)Initialize the swarms to a random position 
3)Centroid Selection based on sub coverage distance 
4)Perform Map and reduce tasks for each iteration 
5) Find the fitness value 
6)Cluster the data based on sub coverage-distance and fitness 
value 

 
The following snapshots (Given after conclusion) define the 

results or outputs that is produced after step by step execution 
of all the modules of the system. 

The above graph illustrates the Time versus Data size taken 
for DB Scan Clustering and Glowworm Clustering algorithms 
 
CONCLUSION 
In this work, efficient data clustering algorithm is introduced 
which is highly scalable. The algorithm is designed and 

implemented on Hadoop with the use of Map and Reduce 
programming model. The algorithm is optimized for clustering 
of large unstructured data sets, furthermore the processing 
time required to analyze large unstructured data sets is 
significantly higher. Therefore, the algorithmis implemented 
on Hadoop with Map and Reduce programming framework to 
overcome the inefficiency with processing time on large 
unstructured data sets.The optimized algorithm on glowworm 
for data clustering illustrates that Glowworm Swarm 
Optimization for data clustering algorithm can efficiently be 
parallelized with Map and Reduce programming model to 
process very large data sets.The experimental results proved 
that the proposed algorithm yields high accuracy and 
scalability used with very large data sets. 
 

Snapshots 
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