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INTRODUCTION 
In today's expanding world, everything is going online. 
Sectors like public, private and business has seen a significant 
development in their respective fields. There has been an 
exponential growth in data over the web. We need to analyze 
these data to provide better service to various sectors to 
improve enterprise scenario. Data is heterogeneous in nature 
and analysis of such data will provide us with important 
information wherein log files provide an efficient solution. 
Log files are located in the web server and it contains 
information about every individual’s requests, which is stored 
in a log entry. The main purpose of using Hadoop 
MapReduce is to analyze the datasets effectively. In this 
system, we have implemented Hadoop MapReduce model to 
analyze log files. 

Log files are generated everyday which are in the order of 
terabytes. Log files contain huge amounts of useful 
information which can useful to improve business 
enterprises and future assessment. In order to gain 
knowledge about the customer’s activities, whether he is 
purchasing the product, if he is finding the application 
friendly to use or the problems he is facing and how it can 
be resolved, we need to analyze log files. Thus through log 
file analysis, we gain insight into all the above mentioned 
questions and interaction of people with web applications. 
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Cloud computing is the recent technological buzzword 
which can process huge amounts of data within fractions of 
seconds. We live in a data-centric world, where everything 
is online. In this data age, many big companies like Yahoo, 
Google have difficulties in handling large datasets. Google 
developed [12] MapReduce and Google file system to improve 
the scalability of data processing. MapReduce was used by 
various web applications and finally adopted by Hadoop. 
Log files keep generating a record rate. They are hard to 
analyze not only because of their huge volume but also due 
to their contrasting structure. Due to this reason we use 
Hadoop MapReduce framework which provides reliable 
data storage for large volumes of log files and parallel 
distributed processing. 

Each and every sector has their own way of putting their 
business and application online. In the comfort of our home, 
we can get the weather updates, purchase a product and even 
perform bank related work. These activities [4] which are 
performed by the customer are stored in the log files. Later we 
can analyze these log files to improve the advertising strategies 
to increase the number of customers, to scale a business and 
make the application more interesting to use. Analysis of log 
files helps us to resolve such problems which can be pinpointed 
and fixed. 

Hadoop is a good platform [6] for storing and analyzing tons 
of data. Two main components of Hadoop [9] are Hadoop 
distributed file system and MapReduce. HDFS stores petabytes 
of data by breaking them into small chunks and provides high-
performance access to data across Hadoop clusters.Apache 
Hadoop is an open source project which was developed by 
Doug Cutting, which allows storage of petabytes of data. 
Hadoop works well with structured as well as unstructured 
data, and supports various serialization and data formats. 
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Hadoop is distributed from the ground up and we can add 
more nodes and increase the capacity. 

A HDFS cluster [5] primarily consists of a NameNode that 
manages the file system metadata and DataNodes that store the 
actual data. One of the major aspects MapReduce 
programming model is that it divides tasks in a manner that 
allows their execution in parallel. Parallel processing allows 

multiple nodes to take on these divided tasks, so that they run 
entire programs in less time. A MapReduce [1, 6] job generally 
splits the input data-set into various chunks which are later 
processed by the map tasks in a completely parallel manner. 
The framework sorts the outputs of the maps, which are then 
provided as inputs to the reduce tasks. Typically both the input 
and the output of the job are stored in a file-system. 

 
Figure 1: System Architecture 
 

 
Figure 2: Calculating log files hit based on URL 

 
Figure 3: Calculating log files hit on each hour 
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PROPOSED SYSTEM 
In Figure 1 Hadoop Cluster is created on cloud environment to 
carry out the experiment. Amazon EC2 is used for cloud 
environment and four instances are created with Ubuntu14.04 
operating system. These four instances are used as nodes of 

Hadoop Cluster. One node is used as master (name) node and 
other three are used as data (slave) nodes.  

The Log file is a raw text file with fields containing IP 
address, Time Stamp, HTTP Request, etc.Python cherrypy 
server is run on the master node. The log file is uploaded to 

 
Figure 4: Hits received by a web site in each hour (Bar chart) 
 

 
Figure 5: Table data on number of hits for each hour 
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the server which will put the log file in HDFS. Hadoop splits 
the log file in small chunks of file of equal size and these 
chunks are distributed over multiple nodes in the cluster. 
These blocks are processed in parallel manner using 
MapReduce. Pig script processes the log files distributed 
across Hadoop Cluster. It will produce the result in csv 
format. JavaScript is used to process the csv files to produce in 
report with pie chart, bar chart, table format, etc. The server 
will return these report to the user. 

This Figure 2  describes the MapReduce function of 
processing log file and calculating the total number of hits 
received by each URL. Log file is given as input to the function. 
A line is added to the log file for each hit in the web site. The 
line in the log file contains the following fields: client IP 
address, User name, Server Name, date, time, request method, 
requested resource, HTTP version, HTTP Status and Bytes 
sent. Hadoop Framework splits the log files into blocks and 
stored into data nodes. In the mapper function. To the map 
function we give each block of log file as input, which parses 
each line using regular expression and emits the URL as a key 
along with the value 1 (URL1,1), (URL2,1), 
(URL3,1),….,(URLn,1). After mapping is done, the shuffling 
collects all the (Key, Value) pairs which are having the same 
URL from different mapping function’s and forms a group. 
After this process, Group1 entries will be (URL1,1), (URL1,1), 
(URL1,1) and so on. Group2 entries will be (URL2,1), 
(URL2,1) and so on. Later the reduce function determines the 
sum for each URL group. The result of the reduce function is 
(URL1,sum), (URL2,sum),…(URLn,sum). 

Figure 3 describes the MapReduce function of processing 
log file and calculating the total number of hits received in 
every hour. Log file is given as input to the function. The web 
log file is split into blocks. To the map function we give each 
block of log file as input, which parses each line using regular 
expression and emits hour as a key along with the value 1 
(Hour0,1), (Hour1,1), (Hour3,1),….,(Hour23,1). After 
mapping is done, the shuffling collects all the (Key, Value) 
pairs which are having the same hour from different mapping 
function’s and forms a group. After this, Group1 will be 
(Hour0,1), (Hour0,1), (Hour0,1) and so on. Group2 will be 
(Hour1,1), (Hour1,1) and so on. . Later the reduce function 
determines the sum for each hour group. The result of the 
reduce function is (Hour0, sum), (Hour1, sum), (Hour23, 
sum). 
 
EXPERIMENTAL SETUP 
To analyze the log file of web sites and to produce the report 
with total number of hits received by each URL and by a web 
site in each hour, and etc.  
In AWS cloud a Hadoop Cluster is created with the following 
configuration 

Cloud Service AWS (Amazon Web Service) 
 

Operating System  
 

Ubuntu 14.04 

Nodes 
 

Name Node: 54.67.83.75 
Data Node1: 54.67.44.230 

Data Node2: 52.53.203.173 
Data Node3: 54.193.38.46 

 

Data Web log file 
 
RESULTS OF EXPERIMENT 
Figure 4 shows the number of hits received by a web site in 
each Hour which is represented pictorially. From the graph, we 
can see that during 9th hour the website has been accessed the 
most.  

Figure 5 shows the number of hits received by a web site 
which is represented pictorially. From the graph, we can see 
that the ip address 67.109.56.78 has visited the website the 
most. 
CONCLUSION 
We need to analyze the log files in order to understand the 
customer activities and improve the business strategies. We 
have proposed best fit MapReduce programming model on 
Hadoop multimode cluster which is deployed on top of cloud 
environment to analyze log files. The bar chart gives the 
statistical record of analysis for various parameters in the log 
file. In future, we can increase the number of nodes in the 
cluster, which increases the performance of the system. 
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